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® iEiE914E About Course

This course will comprehensively introduce the theories and techniques of artificial
intelligence. The course covers concepts of Al, problem-solving, logic and reasoning,
fuzzy systems, artificial neural networks, rule-based expert systems, machine
learning, evolutionary computations, respectively.

Outlines:

1. Introduction (4 hours)

. Problem-solving (4 hours)

. Logics with Programming (4 hours)

. Fuzzy Systems (4 hours)

. Artificial Neural Networks (4 hours)
. Rule-based Expert Systems (4 hours)
. Machine Learning (4 hours)

. Evolutionary Computations (4 hours)
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® REXH syllabus

Instructor: Li Hongguang

Hours: 32

Credits: 2.0

Prerequisites: Computer Technologies

Descriptions: This course will comprehensively introduce the theories and techniques of artificial
intelligence. The course covers concepts of Al, problem-solving, logic and reasoning, fuzzy
systems, artificial neural networks, rule-based expert systems, machine learning, evolutionary
computations, respectively.

References:

[1] Stuart 1. Russell, Artificial Intelligence: A modern Approach, Third Edition, 2017

[2] Michael Negnevitsky, Artificial Intelligence: A Guide to Intelligent Systems, Second Edition,
2005



General Syllabus:
Chapter 1 Introduction (4 hours)

1. Course schedules

2. Al Concepts

3. The history of Al

4. Al Applications

Requirement: Knowing the research and application scope of artificial intelligence

Chapter 2 Problem-solving (4 hours)

1. Knowledge Basics

2. General Problem Solving

3. State-space Graphs & Searches

4. Problem Reductions

5. Intelligent Agents

Requirement: Knowing the fundamentals of problem-solving; mastering search methodologies
and technologies

Homework: Exercise practice in searching approaches and knowledge representations

Chapter 3 Logics with Programming (4 hours)

1. Introduction

2. Propositional logic

3. Predicate logic

4. Al programming languages

Requirement: Mastering propositional logic and predicate logic; knowing Al programming
languages

Homework: Exercise practice in logics and Al programming

Chapter 4 Fuzzy Systems (4 hours)

1. Introduction

2. Fuzzy sets

3. Fuzzy Relations

4. Fuzzy inference

5. Fuzzy Rule-bases

Requirement: Mastering the fuzzy sets along with the operations; mastering fuzzy rules and fuzzy
inference

Homework: Exercise practice in fuzzy rules

Chapter 5 Artificial Neural Networks (4 hours)

1. Introduction

2. Feed-forward networks

3. Feed-back networks

Requirement: Mastering architectures, algorithms and applications of feed-forward and
feed-back networks

Homework: Literature reports

Chapter 6 Rule-based Expert Systems (4 hours)

1. Introduction

2. ES architectures



3. Knowledge representations

4. Inference engines

Requirement: Mastering the architectures of expert systems, knowledge representations and
reference methodologies

Homework: Literature reports

Chapter 7 Machine Learning (4 hours)

1. Introduction

2. Learning from examples

3. Data mining

Requirement: Knowing the fundamental technologies of machine learning
Homework: Literature reports

Chapter 8 Evolutionary Computations (4 hours)

1. Introduction

2. Genetic Algorithms

3. Detailed GAs

4. Realizations of GAs

5. Extensions of Simple GA

6. GA Application Areas

Requirement: Knowing genetic algorithms
Homework: Realizations of GA

Exams (2 hours)

Grade Points: Final exam 60%, Homework + Seminars 40%.
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